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Q.1. Answer ALL the questions (2x10=20)

a. Find the mean of uniform distribution.

b. Define exponential distribution.

c. Let (x,y) have a joint probability function f,, =2 0 < x <y < 1. Find the marginal probability

distribution

d. If X,Y are independent random variables then prove that E[XY] = E(X)E(Y).

e. Define iid random variable.

f.  Write the conditions for orthogonality of two random variables.

g. If X; is a binomial random variable with n=3 and p=1/2 then find My_(t).

h. Let X be a continuous random variable with pdf

f(x) =3(1—x)%for 0 < x < 1. What is the pdfofy = (1 — X)3?

i.  Write the difference between multiple & partial correlation.

j.  Write the hierarchy of convergence.
PART -B (6 x 5 = 30 Marks)
Answer ANY FIVE questions Marks

2. Find the m.g.f of gamma distribution. Hence find the mean and variance. (6)

3. For a beta distribution with density f(x) = B(;,q) (1-x)P x4 10<x<1p>0qg>0 (6

Verify that the harmonic mean is less than the arithmetic mean.
4. Let X,Y be the jointly continuous random variables with joint PDF (6)
frtey = (4 0ER S 0y <
Q) Find the constant C.
(i) FindP(O<X<-,0<Y<)
5. Suppose a coin is tossed 3 times and let X; denotes the number of heads we get in three  (6)

tosses. Also let a second coin is tossed two times and let X, denotes the number of heads we
got in those two tosses. Let Y = X; + X, denotes the number of heads in five tosses. What is
the probability distribution of Y.
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6. Find the expression for marginal pmfP,(x)and P, (y). (6)
Consider the joint pmf of X,Y as follows.

0 1 2
Y-
X1
0 1/6 1/4 1/8
1 1/8 1/6 1/6
@ FindP(X=0,Y<1)
(b) Find marginal PMFs of XY
() FindP(Y =1| X =0)
7. Suppose X;,X, are independent random variable with parameterA = 1 so that , (6)

fr,(r) =e™ , 0<% <o
fr,(x2) =e™2, 0<x, <o

Using transformation Y; = X; — X, find the joint distribution of ;.

8. State and prove central limit theorem (6)
9. Let X &Y be two jointly continuous random variable with joint PDF, (6)
3.2
-x“+y, 0<xy<l1
Fx,y(le): { 2 Y Y .
0, otherwise

And the random vector ‘U’ be defined by U:(;), find the correlation & covariance
matrices of ‘U’

--- End of Paper ---
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