[image: C:\Documents and Settings\Administrator\Desktop\scan0001.jpg]
[image: C:\Documents and Settings\Administrator\Desktop\scan0002.jpg]

[image: C:\Documents and Settings\Administrator\Desktop\scan0001.jpg]
image1.jpeg
Registration No. :

Total number of printed pages — 3 B. Tech

PCIT 4401
Seventh Semester Examination — 2012
PRINCIPLES OF SOFT COMPUTING
Full Marks —70

Time : 3 Hours

Answer Question No. 1 which is compulsory and any five from the rest.

The figures in the right-hand margin indicate marks.

1. Answer the following in brief : 2x10

(a)

Why the law of contradiction and law of excluded middle are violated in
fuzzy set theory ?

What is fuzzy set and how it is differ from classical set ?

Why convergence is not guaranteed in a BPN and what are the factors
which affect the learning in a BPN ?

What is the role of activation function in a neuron ?

Why do we use high crossover probability value and low mutation probabil-
ity value in a genetic algorithm ?

Why do the solutions of a steepest descent method get stuck at local minima ?
In a three variable problem the following variable bounds are specified.
—-6<x<12; 0.002<y < 0.004; 10*< z<10°

What should be the minimum string length of any point(x,y,z) if the accuracy
of solution is upto two significant digit and the string is coded using binary
encoding scheme ?

Why perceptron cannot solve non-linear problem ?
The performance of GA depends on the balance between selection pressure

and population diversity-Justify the statement.
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(b)

A sigmoidal neuron with 3, =2 has two input weights 0.5and 0.75. Foran
input X = (~1,0.5) find the value of the bias such that neuron outputis 0.8.

Explain the principle of Back Propagation. Derive the equation for weight
updation. 5
State the convergence criteria for back propagation algorithm. 2

(c) Explain how the logic function OR can be implemented using a perceptron.

3

Describe the radial basis function network and write down its training algorithm.
7

List the various activation functions used in ANN. 3

What are the different methods used to assign membership function to
fuzzy variables ? Explain two of them. 5

The following data was determined by the pair-wise comparison of work
preferences of 100 people. When it was compared with software(S),
72 persons preferred hardware (H), 65 of them preferred teaching(T), 55 of
them preferred business(B) and 25 preferred textile (TX). On comparison

‘with hardware (H), the preferences were 65 for S, 42 for T, 66 for B and 35

for TX. When compared with teaching, the preferences were 62 for S, 48
for H, 38 for B and 25 for TX. On comparison with business, the preferences
were 52 for S, 47 for H, 35 for T, 20 for TX. When compared with textile, thie
preferences were 70 for S, 65 for H, 44 for T and 40 for B. Using rank
ordering plot the membership function for “most preferred work”. 5

Given two relations : 5

0.1 0355 0 0.9 01

Ri=|04 02 08 09 RO = g-: g-z
06 08 03 02 5 0.
07 02

Find (i) max-min composition
(i) max-product composition
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(b) Given afuzzy set 5
A=0.11473/-2 + 0.24036/-1.5 + 0.83505/-0.5 + 0.9878/0 + 1/0.5 + 0.9878/
1+0.83505/1.5+0.5/2 :
and a function

2 s
x=1)" -1 if x>0
f9=1 07 ,
X, otherwise
Using Extension principle, generate the new fuzzy set.
6. (a) Use GAtosolve the following nonlinear programming problem 7
Minimize (X, =1.5)%+ (X,— 4)
Subject to
45X +X,2-18<0
25 X=1>0
0<=X,X,24

Use crossover probability of 80% and neglect mutation.
(h) Explain the Tournament selection method with example. 3

7. Whatare the drawbacks of neural network and genetic algorithm ? How they are
handled with neural-genetic algorithm ? Explain about neural-genetic algorithm
with suitable example. 10
8. Write notes on any two: 5x2
(a) Associative Memory
(b) Artificial Resonance Theory1
(c) MADALINE network.
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