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B.Tech
PCEC 4305
Special Examinations-2012
DIGITAL COMMUNICATION TECHNIQUES
Full Marks : 70
Time : 3 Hours
Answer six questions including question No.1 which is compulsory
Figures in the right hand margin indicate marks

The students are required to answer any one SET

SET-I

Q:l. Give brief answers to the following: [2X 10]
a) Differentiate between the NRZ and NRZI modulation schemes.
b) How is n/4 QPSK obtained?
¢) What is the advantage of adding differential encoding before BPSK ?
d) What is the main reason in communication systems, where CPFSK is used,
that the modulation index h is usually taken to be <1.
e) In practice “orthogonality is more crucial than independence”. Explain
f) Define channel cutoff rate.
g) Define the terms ISI and Equalization.
h) What is the principle of frequency hopping spread spectrum.
i) Differentiate between narrowband interference and wideband interference.
j) What is a matched filter? How is it different from a correlator?

Q2. (a) Discuss the spectral characteristics of a CPSK signal. [4]
(b) Differentiate between memoryless modulation and modulation with memory.
Explain with suitable illustrations. What is the necessity of introducing
“memory” into signals. Mention two advantages of modulation with memory.

[6]

Q.3. (a) What is BER? Determine the two factors that determine error probability.
Give the expression of error probability of M-PSK and M-QAM. [5]
(b) Discuss how demodulation and detection of PSK signal is done. [5]

Q4. (a) State the Shannon's channel coding theorem for a band-limited AWGN

channels. What do you mean by the terms band limited and power limited. [4]

(b) Discuss the following two criterions: [6]
i. maximum a posterior probability (MAP) criterion
ii. maximum-likelihood (ML) criterion
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Q.3.

What is spread spectrum communication? Mention two Applications and two
features of spread spectrum technique. Using proper block diagram of a spread
spectrum digital communication system explain the use of a pseudo-random
patterns in this technique. [10]

(a) Discuss the underlying principle of a DSSS system with suitable block

diagram. Differentiate between processing gain and coding gain. [4+2]
(b) Define jamming Margin. Find the jamming margin to achieve error rate 107
with Lc =1000 and uncoded DSSS. [2+2]
(a) How will you achieve channel capacity in orthogonal signals? [5]

(b) What is a decision feedback equalizer? [5]
Write short notes on any rwo of the following: [2X5]

a) Optimal Demodulation and Detection of CPM.
b) Matched Filter

¢) Nyquist criterion and its implications.

d) MSK Signaling Scheme.

SET-2

Give brief answers to the following: [2X10]

a) Define the terms folding frequency and spectral folding.

b) Define Quantization error. How can it be reduced?

¢) What is the purpose of companding?

d) What is the disadvantage of Delta Modulation? How is it overcome?

e) Differentiate between QPSK and QASK.

) What is the purpose of eye diagrams?

g) What is the Nyquist Criterion for Zero 1SI?

h) How can you achieve a DC null in PSD by Pulse Shaping? What is a
Manchester signal?

i) State Shannon fundamental theorem of information coding

J) Compare between PCM and DM.

State the Sampling Theorem and define Nyquist rate. What do you mean by

interpolation? Explain how a ZOH circuit is used to achieve interpolation. Use

suitable illustrations to aid your answer. Mention two applications of sampling.
[10]

(a) What is the Transmission bandwidth and output SNR for a binary PCM
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System? What is the unit used for SNR? A signal m(t) of bandwidth B=4khz is
transmitted using a binary companded PCM with p=100. Compare the case of
L=64 with the case of L=256 from the point of view of transmission bandwidth

and the output SNR. [5]
(b) What is the DPCM scheme? Use suitable diagram to depict a DPCM
transmitter and receiver. What is the purpose of Linear Predictor? [5]

(a) Mention some properties and some examples of Line coding. Define
Scrambling and Bit rate. [5]
(b) Derive the error probability for polar signal and for on-off bipolar signals. [5]

(a) Discuss a method of recovering data from a DPSK signal. How is a

DEPSK scheme different from this technique? [4]
(b) Derive the Power Spectral Density of MSK. Also discuss one method of
generation and reception of MSK. [6]

What is an optimum filter? What is the purpose of Schwarz inequality
incalculating the transfer function H(f) of an optimum filter? Realize an optimum
filter using Correlator. Compare its performance to that of a Matched Filter. [10]

Answer the following with respect to PCM transmission [10]
i. A binary PCM encoder Decoder

ii. Calculation of Quantization noise

iii. Output Signal to Noise ratio

Write Short Notes on any two of the following. [2X5]
a) Regenerative Repeater

b) Matched Filter

c) Probability of error

d) Source Coding

e) Delta Modulation Transmission




