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BCSE 3301

Special Examination — 2012
DESIGN AND ANALYSIS OF ALGORITHMS

Full Marks -70

Time :3 Hours

Answer Question No. 1 which is compulsory and any five from the rest.
The figures in the right-hand margin indicate marks.

1. Answer the following questions : 2x10

(a) Define and differentiate between performance measurement and perfor-

mance analysis of algorithms.

(b) What do mean by time complexity and space complexity of an algorithm?

Justify the use of time complexity.

(c) Whatis the purpose of Big Oh notation ? Suppose the running time of two
algorithms is O(n log n) and O (n?). What does it say about the relative

performance of algorithms ?

(d) Define Worst Case, Average case and Best case efficiencies.

(e) Solve the following recurrence relation assuming n as an integer power of 2
(i) T(n)=1 ;n=1
(i) T(n)=4T(n/2) nx=2

(f)  If we are constructing the Huffman codes for n characters given their

frequencies, give the time complexity of the algorithm with a brief explanation.
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In Kruskal’s method for finding a minimum spanning tree, how does the

algorithm know when the addition of an edge will generate a cycle ?

Define and differentiate between P, NP and NP-complete problems with

examples.

Define and differentiate between approximate algorithm and deterministic

algorithm.

State True or False with reasons :

(i) 3n%100n+6=0(n?)

(i) 3n2-100n+6=0(n3)

(i) 3n2-100n+6 = O(n?)

(iv) 3n2-100n+6=Q (n?)

Give the algorithm of Binary search. Explain how it fﬁnctions ? Show that

the algorithm is of same orderfor both average and worst case i.e. O(log2n).
. 5

Briefly discuss the methods available for providing lower bounds of an

algorithm. 5

Explain the process of HEAP SORT. Write an algorithm to construct a heap.
Sort the following list using Heap sort. {134, 156, 141, 114,17, 19,176, 114,

132,134, 14}. 5
Prove that %, n?~3n=@ (n?). 5

Write an algorithm for merge sort ? Show that the average running time is
O(nlogn)? 5
For any two functions f(n) and g(n), f(n)=© (g(n)) if and only if f(n)=
O(g(n)) and f(n) = (g(n)). Prove it. 5
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5. (a) Adatafileof 100,000 characters contains only the characters a,b,c,d,e,f
with the frequencies (in thousands) indicated below. Construct the Huffman
code. 5
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(b) Compare and contrast Divide-and Conquer paradigm with dynamic pro-
gramming technique. 5

6. (a) Find the minimum number of operations required for the following matrix
chain multiplication using dynamic programming : 5

A(30,40) x B(40,5) xC(5,15) x D(15,6)

(b) Write a dynamic programming algorithm to find solution to Longest
Common Subsequence (LCS) with time complexity O(mn). Explain principle

of optimality hold for the above algorithm. 5

7. (a) What is the basic objective of Robin-Karp pattern matching algorithm ?
Write the Robin-Karp pattern-matching algorithm and explain the use of

rolling hash function. 5

(b) Travelling Salesman Problem(TSP) is a NP-hard problem. Suggest an
approximation algorithm to solve TSP problem in polynomial time. 5

8. (a) Whatis Minimum Spanning Trees ? Write the Prim’s algorithms and its time
complexity. 5

(b) What do you mean by single-source shortest paths ? Write the Dijkstra’s -
algorithms and its time complexity. 5
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