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MCE 506

Special Examination — 2012
PARALLEL COMPUTING

Full Marks —-70

Time: 3 Hours

Answer Question No. 1 which is compulsory and any five from the rest.
The figures in the right-hand margin indicate marks.

1. Answer the following questions : 2x10
(a) Define ‘parallel computing’. Why should one use it ?
(b) Explain Amdahl’'s law in brief.
(c) Whatis race condition ? How to overcome it ? Give example.
(d) Differentiate between implicit and explicit parallelism.
(e) Compare and contrast the shared memory and distributed memory.
(f)  Whatis MPI ?

(g) Of the four PRAM models (EREW, CREW, ERCW, and CRCW), which
model is the most powerful ? Why ?

(h) Whatis the function of parallelizing compiler ?

(i) Derive the speedup formula for block scheduling where excess iterations
are distributed among various processes.

() How many legitimate states are there in a 4x 4 switch module, including
both broadcast and permutations ? Justify.
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2. (a) What are the conditions for parallelism ? Explain the detection and
implementation of parallelism in detail. 5
(b) Characterize the architectural operations of SIMD and MIMD computers. 5
3. (a) Explainvarious performance metrics and measures and the trade offs among
these performance metrics in the context of cost-effectiveness. 5
(b) What are the metrics used for performance for Parallel Systems ? Explain
them. ( 5
4. (a) Explore adichotomy which is based on the logical and physical organiza-
tion of parallel computing platforms. 5
(b) Explain the impact of Process-processor Mapping and Mapping Techniques.
5
5. Differentiate between the following terms : 2x5
(a) multiprocessor and multi-computers
(b) UMAand NUMA
(c) tightly coupled and loosely coupled machines
(d) temporal and data parallelism
(e) PVMandMPI.
6. (a) Whatis meantby dependency ? Explain different types of dependencies.
Show remedy of each giving examples. 5
(b) Explain one mapping technique for Load Balancing with example. 5
7. (a) What are the major differences between message-passing and shared-
address-space computers ? Also outline the advantages and disadvantages
of the two. 5
(b) Explain one algorithm for multiplying an n x n matrix A with an n x 1 vector x
toyield an n x 1 product vectory. 5
8.  Write short notes on any two: 5x2
(a) The Effect of Granularity on Performance
(b) Impact of Process-processor Mapping
(c) Scope of Parallel Computing
(d) Scalability of Parallel Systems.




