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DATA MINING AND DATAWAREHOUSING
Time: 3 Hours
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Answer question No.1 which is compulsory and any five from the rest.

The figures in the right - hand margin indicate marks

1.  Answer the following questions (2x10)
(a) Whatis Data warehousing? Explain the steps involved in Data warehousing
(b) How ig a data warehouse different from a database? How are they similar?

" (c) Differentiate between OLTP, ROLAP and MOLAP
(d) Whatis the difference between a data warehouse and a data mart?
(e) What are the measures of interestingness for an association rule mining?
(f) What is the difference between discrimination and classification?
(g) How do you compute dissimilarity between ca;egon'cal variables?
(h) What are strong association rules and weak association rules?
(i) Whatis the need for integrating the data?
(G))  What are the methods for data transformation? -
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In real-world data, tuples with missing values for some attributes are a common
occurrence. Describe various methods for handling this problem. )

The age values for the data tuples are (in increasing order) 13, 15, 16, 16, 19, 20, 20,
21,22,22,25,25,25, 25,30, 33, 33, 35, 35, 35, 35, 36, 40, 45, 46, 52, 70.Use three -
Normalization methods to transform the age 35. (assuming new_min = 0.0 and
new_max = 1.0. for min-max method) (5)
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Discuss about star schema. snowflake schema and galaxy schema (5)

“Discuss with an example why strong rules might not be of interestingness 5)

There are five transactions (T1,T2,T3,T4,T5) with various items (A,B,C,D) purchased
as T1=(B,C); T2<B,C); T3=A,C.D); T4=(A,B.C.D); T5=(B,D). The minimum support
countis 2. State how the Apriori Rule Mining Algorithm can generate the association
rules for the above data set. J (5)

Give one method for mining each of the following

(i) Multilevel Association Rules

(ii) Multidimensional Association Rules )
Briefly outline the major steps of decision tree classification. S)

Why is tree pruning useful in decision tree induction? What is a drawback of using
a separate set of tuples to evaluate pruning? 5)

How do you compute dissimilarity between nominal variables? Given two objects
represented by the tuples (22, 1, 42. 101 and (20, 0. 36, 8) computer the various
dissimilarity oetween the two objects. (5)

Briefly describe the various hierarchical clustering methods 5)

Why is outlier mining important? Briefly describe the different approaches for outlier
detection. Q)

Give the algorithm for k-means clustering methods and explain it. What are the
limitations of this algorithm? 5)

Suppose that a city transportation department would like to perform data analysis on
highway traffic for the planning of highway construction based on the city traffic data
collected at different hours every day. Design a spatial data warehouse that stores the
highway traffic information so that people can easily see the average and peak time
traffic flow by highway, by time of day, and by weekdays; and the traffic situation
when a major accident occurs. ‘ )

Using the above data what information can we mine from such a spatial‘data warehouse

_ to help city planners?. ()

8 (a
(b)),
PEIT5302

N

@ A

- & QY




