zero as t — < if the condition ||f(t, y)|| < a(t)

livll, t e J where o : J — Rtis continuous on

J and such that [~ o(t)dt is finite and that

o(t) » 0 as t — = holds.

10. Prove that the null solution of the equation
X' =At)x:

(a) Is stable if and only if there exists a positive

constant K such that [|® (t)]| <K, t>t,,
(b) Is asymptotically stable if and only if ||® (t)]|

—0ast—eo.
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The questions are of equal value.

Answer any five questions.
(ORDINARY DIFFERENTIAL EQUATIONS)

1. (a) Prove that if a(t) and b(t) are continueus
functions on an interval | then there
exists a solution x(t) of the equation
x” + a(t) x = b(t), t € I on I passing
through (tg, xg) and x(t) = exp

[ fa(s) ds]x0+t{exp( ~[a(u) du)b(s

(b) Solve :
(i) xdt+@t—x3)dx=0
(i) x2dt=(x dt—tdx)

BK - 62/5 (Turn over)



(@)

" (b)

(@)

(b)

Find the general solutions of :

(i) xX”"+6x"+11x' +6x=0

(i) x4 -16x=0

Prove that if x(t) is the solution of L‘(x) =
X" +b4(t) X' + by(t)x = h(t), t € Ithen: -

where x4(t) and x,(t) are two linearly
independent solutions of L(y) = 0.

Prove that the set of all solutions of the
system x” = A(t)x where A(t) is a continuous
n X n matrix in I forms an n-dimensional
vector space over the field of complex
numbers.

Let ® be a fundamental matrix for the
system x" = A(t)x where A(t) is a continuous
n x n matrix and let C be a constant non-
singular matrix. Prove that ® C is also a
fundamental matrix for the system and

every fundamental matrix of the system is of

this type for some non-singular matrix C.

BK - 62/5 (2) Contd.

(b)

BK — 62/5 (7)

on [t4, to]. Moreover, in this case the
conclusion is still true if the solution y(t) is

linearly independent of x(t).

k
Prove that the Euler’s equation xX” + 2 x=0:

1
(i) Is oscillatory if K > 3

(i) Is non-oscillatory if K <

N N [N

Let the matrix A in the system X’ = Ax where
Ais an n x n constant matrix and x € RN be
stable. Prove that for any solution of x(t) of

the system x’ = Ax

"™ o) =0

t— o

Let the matrix Ain X’=Axwhere Aisann x n
constant matrix and x € R" be stable. Prove
that all solutions of y’ = Ay + f(t, y),
teJ = [0, =] where f e C[J x R, R"] tend to

(Turn over )'



(@)

Xo) = [2G (t, 8) (s, X, _ 1(s)) ds, n =1, 2,
3 ----- converges to a function x which is the
unique solution of x(t) = j:G (t, s) f(s, x(s))

ds. In addition, an upperbound on the error

(due to truncation at the nth stage) is given

by :
n
o = 4 < 3 bt = ol

Let p(t) > 0, rq(t), ro(t) and p(t) be
continuous functions on (a, b). Assume that

x(t) and y(t) are real solutions of

(pX) +r4x=0

(py) +ry=0
respectively on (a, b). Further, let ro(t) = r4(t)
fort e (a, b). Prove that between any two

consecutive zeros t4, t; of x in (a, b) there

exists at least one zero of y unless rq =ry
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4.
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(@)

(b)

. (a)

(b)

Find a fundamental matrix for X’ = Ax where

A= [_32 ‘32].

Let f(t) be periodic with period w. Prove that
a solution x(t) of X" = Ax + f(t) is periodic of
period w if and only if x(0) = x(w).

Let f, g, h be non-negative continuous
functions defined for t € 1. Then prove that

the inequality f(t) < h(t) + }g(s)f(s) ds

to

t>t,, t e Iimplies the inequality :

f(t) < h(t) + jtg(s)f(s)ds

to

Let f(t, x) be continuous and be bounded for
L and satisfy Lipschitz condition with Lipschitz
constant K on the closed rectangle R.
Prove that the successive approximations

t
Xn, given by x(t) = xg + jf[s, xn(S)J ds,

to

(Turm over)



(a)

(b)

interval I = ||t —tg]| <h =min | & L to a

solution x of the IVP x” = f(t, x), x(tg) = Xg. In

n=1,2, ... converge unifor(rlyijn the

addition this solution is unique.

Letv, we C'((ty, tg + h), R) be lower and
upper solutions of x” = f(t, x), x(tg) = Xq
respectively.

Suppose that, for x >y, f satisfies the
inequality f(t, x) — f(t, y) <L(x —y) where L is
a positive constant. Prove that v(ty) < w(tp)
implies that v(t) < w(t), te (tg, toth).

of
Letf, Fe C[I x R", R" and let x exist

and be continuous on I x R, Prove that if
X(t, tg, Xg) is the solution of x’ =
f(t, x), x(tg) = xq existing for t > t; then any
solution y(t, tg, xg) of y" = f(t, y) + F(t, y),

y(tg) = xq satisfies the integral equation

¥ 1o, %0) =ttt %0+ [2 (5, y@ g, 30
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(@)

(b)
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F(s, y(s, tg, Xg)) ds for t > ty where @ (t, to,

_ ox(t, tg,Xq
Xg) = %,

Assume that : (i) A, B are finite numbers
and (ii) The functions p’(t), q(t) and r(t) are
real valued continuous functions on [A, B].
For the parameters A, u(A # ) let x and y
be the corresponding solutions of (px’)’ +
gx + Arx = 0. A<t < B such that [pw(x, y)lE =0
where w(x, y) is the Wronskion of x and .
Prove that :

fE r(s)x(s) y(s)ds =0

Assume that the function f(t, x) in x”* +
f(b, x) = 0, x(a) x(b) = 0, a <t < b satisfies
the Lipschitz condition [ft, x) - fit, y)| < K [x—y]

uniformly in t where K is a Lipschitz

K(b - a)
8

constant such that p = <1.

Prove that the sequence {x,} defined by

(Turnover)



